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THEMATIC ESSAY  
 

Has Economics Caught Up with Climate Science?  
 

Shreekant Gupta   
 

Oh, East is East, and West is West, and never the twain shall meet, 
… 
But there is neither East nor West, ... 
When two strong men stand face to face, tho‘ they come from the ends of the 
earth! 

   The Ballad of East and West (Rudyard Kipling, 1889) 

 
Abstract: Whereas scientific evidence points towards substantial and urgent 
reduction in greenhouses gas (GHG) emissions, economic analysis of climate 
change seems to be out of sync by indicating a more gradual approach. In 
particular, economic models that use benefit cost analysis, namely, integrated 
assessment models (IAMs) have been criticised for being conservative in their 
recommendations on the speed of reducing GHG emissions and the associated 
levels of carbon taxes. This essay focuses on a prototypical IAM, namely, 
Nordhaus‘ DICE model to argue the schism between science and economics is 
more apparent than real. Analysis of the DICE model suggests extreme climate 
scenarios can be captured through alternative specifications of the damage function 
(the impact of temperature on the economy). In particular, damage functions that 
extend the standard quadratic representation are highly convex (Weitzman 2012). 
Thus, they are able to capture climate tipping points as well as ―fat tail‖ risks 
originating from uncertainty with regard to equilibrium climate sensitivity. 

 

1. INTRODUCTION 

A fundamental question in climate policy is by how much should 
greenhouse gases (GHGs) be reduced and how fast?1 Economists attempt 
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to answer this question using the framework of benefit-cost analysis (BCA) 
since the cost of reducing GHG emissions has to be incurred now, whereas 
the benefit of doing so will accrue in future, though perhaps not so distant 
future. Put differently, the economic gain from business-as-usual (BAU) is 
now whereas the pain, that is damages due to climate change, will be down 
the road. However, the nature, magnitude and timing of these damages is 
uncertain and sometimes even unknown. Further, some of these damages 
are irreversible. Thus, economic analysis of climate change is an exercise in 
intertemporal BCA but with the added dimensions of risk, uncertainty and 
irreversibility. The centrality of BCA in economic analysis of climate change 
was epitomised by the award of the Nobel Prize in economics last year to 
one of its primary exponents, William Nordhaus. 2  While BCA is the 
reigning orthodoxy in climate change economics, critics argue it ignores or 
does not adequately address what climate science is telling us about risk, 
uncertainty, and irreversibility. According to them this severely limits policy 
recommendations emanating from BCA, if not making them downright 
incorrect and misleading (see for instance Weitzman 2009 and Stern 2014).3 

Critics contest the mainstream view among economists (based on BCA 
models) that mitigation of GHGs must start gradually and then be ramped 
up. The so-called ‗policy ramp‘, argues climate policy, should lead to 
―modest rates of emissions reductions in the near term, followed by sharp 
reductions in the medium and long term‖ (Nordhaus 2007).4 Critics argue 
this does not square with what climate science is telling us about tipping 
points and other abrupt changes in climate. According to them economic 
analysis based on BCA does not find the need for immediate and deep cuts 
in GHG emissions and this is problematic. 

A more fundamental methodological critique of BCA is by Weitzman 
(2009), who argues climate science poses an existential question for BCA, 
namely, in the presence of potentially catastrophic and irreversible damages 

                                                                                                                            
1 In this essay, I cast the analysis at a global aggregate level and thus abstract from issues of 
burden sharing across nations. Issues of inter-generational burden sharing are of course 
unavoidable. In fact, intertemporal trade-off is at the heart of the problem being studied. 
2 In this essay BCA is used in a broad sense as some overall economic analysis focused on 
maximizing welfare. Thus, it overlaps with an integrated assessment model (IAM) such as 
the celebrated Dynamic Integrated Climate Economy (DICE) model of Nordhaus and we 
can treat the two terms as interchangeable. 
3  These two citations are representative of several papers and one book by these two 
economists, who have been the most prominent critics from within the profession of BCA 
as applied to climate change. 
4 The climate policy being alluded to is carbon prices which should start low and eventually 
get ratcheted up to high levels. By corollary, emissions reductions should be modest in the 
near term and increase gradually. 
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BCA is not even meaningful. According to him uncertainty permeates 
climate science especially with regard to equilibrium climate sensitivity 
(ECS).5 Despite decades of research, science has not been able to pin down 
this key parameter and there is a significant downside risk of it being very 
high. Thus, ―the main purpose of keeping GHG concentrations down is 
effectively to buy insurance against catastrophic global warming‖ 
(Weitzman 2011, 279). 

The problem, however, of accepting this argument is that there is ―little role 
for economics or any analysis of trade-offs or assessing costs and benefits 
because these don‘t matter when the science is so clear and the future of 
mankind is at stake‖ (McKibbin 2014, 560). Unfortunately, in the messy real 
world one cannot sidestep economics – the scale and pace at which 
countries and the world as a whole are reducing GHG emissions reflects 
trade-offs, if not explicitly then implicitly. While the ―deep structural 
uncertainty‖ (a la Weitzman) surrounding ECS has an important bearing on 
climate policy, I argue BCA models of climate change can in principle 
incorporate such uncertainty. It does not make them irrelevant. In 
particular, I show how BCA can incorporate the possibility of catastrophic 
climate damages and thus remains a useful framework for climate policy. 

The purpose of this essay is not to defend BCA as an end in itself. Indeed, 
BCA has several ethical and methodological problems embodied in it (Stern 
2014). Nonetheless, I argue BCA can lead us to the very conclusion, 
namely, immediate and large reductions in GHG emissions (henceforth 
‗urgent action‘) that climate science may suggest. With this limited purpose 
in mind, the next section describes economic models of climate change that 
use the BCA framework, the so-called integrated assessment models 
(IAMs). For expository purposes, I consider a simple and highly aggregated 
IAM, namely, the Dynamic Integrated Climate Economy (DICE) model of 
William Nordhaus. I identify the key features of this model that are 
influenced by climate science. This is followed by a discussion of specific 
issues in climate science that have a direct bearing on economic analysis, 
namely, uncertainty regarding equilibrium climate sensitivity (ECS), non-
linear climate damages and tipping points. The fourth section shows how 
these aspects can be captured in IAMs (DICE in particular) and can lead to 
emissions trajectories consistent with ‗urgent action‘. The final section 
concludes the essay. My basic message is from Kipling‘s poem whose first 

                                                        
5 ―The transient climate response (TCR) is the temperature change at the time of CO2 
doubling‖ and the ―equilibrium climate sensitivity‖, T2x, is the temperature change after the 
system has reached a new equilibrium for doubled CO2, i.e., after the ―additional warming 
commitment‖ has been realised‖ (Comín, Francisco and MA Rodríguez-Arias 2003, 21). As I 
show later, there is a non-negligible probability of ECS being very high. 
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line is widely cited but whose third and fourth lines, though less well 
known, are more applicable in the context of this essay. 

 

2. ECONOMIC MODELING OF CLIMATE CHANGE 

The standard economic approach to modeling climate change is through 
integrated assessment models. As the phrase suggests, these are scientific 
models that combine knowledge from several domains into one framework 
in order to better understand a problem that has multiple dimensions.6 This 
is particularly true for climate change, which is closely connected with 
geophysical sciences and economic activities. Thus, IAMs of climate change 
integrate geophysical stocks and flows, especially of GHGs, with economic 
stocks and flows so that all key endogenous variables can be analysed 
simultaneously. ―IAMs generally do not pretend to have the most detailed 
and complete representation of each included system. Rather, they aspire to 
have, at a first level of approximation, a representation that includes all the 
modules simultaneously and with reasonable accuracy‖ (Gillingham et al. 
2018).The first climate-economy IAMs were essentially energy models that 
included a carbon emissions module and later a small climate model. There 
are five key links that map anthropogenic climate change in an IAM: 

a) from ‗people‘ (producers/consumers) to emissions of GHGs 
b) from emissions to stocks of GHGs 
c) from GHG stocks to changes in temperature 
d) from rising temperature to climate change more broadly 
e) from climate change to human (economic) impact 

In this section, I focus on Nordhaus‘ DICE model as a prototypical IAM. 
Without going into too much technical detail, I describe heuristically its 
main features especially how it models climate damages.7 While there are 
several widely used IAMs (see Gillingham et al. 2018 for a recent 
comparison), the DICE model is a simple yet elegant construct that goes to 
the heart of the policy question stated at the beginning of this essay. The 
genesis of DICE model can be traced back to Nordhaus‘ papers in 1977 
and was first articulated in its current from by Nordhaus in 1992.8 DICE 
belongs to a class of IAMs known as benefit-cost (BC) IAMs as contrasted 
to detailed process (DP) IAMs (see Weyant 2017) for details). While both 

                                                        
6 In effect the term ―integrated assessment‖, of course, is generic and can apply to a range of 
contexts. Here it is used explicitly in the context of climate-economy models. 
7  The complete DICE model can be found in Nordhaus (2008) and also at 
http://webdice.rdcep.org/static/docs/Equations_141227.pdf 
8 See, Nordhaus (1977 a, b) and Nordhaus (1992 a, b). For a history of the evolution of the 
DICE model see Newbold (2010). 

http://webdice.rdcep.org/static/docs/Equations_141227.pdf
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classes of models analyse climate-economy interactions, the former are 
simpler and present a highly aggregate representation of costs of GHG 
mitigation and of climate damages.9 The primary motivation for BC IAMs 
is to ―compute the optimal trajectory of global GHG emissions, and the 
corresponding prices to charge for those emissions‖ (Weyant 2014, 381). 
Together these constitute what is often termed as ‗optimal‘ climate policy. 
An ‗optimal‘ emissions trajectory is one that equates the marginal 
(discounted) benefits of avoided climate damage with the marginal 
(discounted) costs of GHG mitigation. Put differently, this time path of 
GHG emissions maximises the discounted present value of global welfare.10 
A benefit-cost IAM such as DICE calculates this time path and also the 
shadow prices of emissions, namely, the social cost of carbon (SCC).11 

2.1. Overview of the DICE model 

The DICE model views climate change within the framework of 
neoclassical economic growth theory. In the Ramsey–Cass–Koopmans 
(RCK) optimal growth model (Ramsey 1928; Cass 1965; Koopmans 1965) 
society invests in capital goods by reducing consumption today in order to 
increase consumption in future. The main decision in each time period is 
how much to consume and save. The DICE model ―extends this approach 
by including the ‗natural capital‘ of the climate system as an additional kind 
of capital stock. In other words, it views concentrations of greenhouse 
gases as negative natural capital, and emissions reductions as investments 
that raise the quantity of natural capital (or reduce the negative capital). By 
devoting output to emissions reductions, economies reduce consumption 
today but prevent economically harmful climate change and thereby 
increase consumption possibilities in the future‖ (Nordhaus 2013, 1080). 
An increase in concentration of GHGs has a negative impact on future 
economic output because of its influence on the global mean surface 
temperature (GMST or ATT  or simply T ).12 The fraction of output ( Y ) 

                                                        
9 For example, in the DICE model the world is taken as one region. DICE also has a 
regionally disaggregated companion model, namely, the Regional Integrated Climate 
Economy (RICE) model (Nordhaus and Yang 1996). In its most recent version, the RICE 
model divides the world into 12 regions of which India is one (Nordhaus 2010). 
10 Some readers may find this framing problematic. Indeed, there are a number of critiques 
of IAMs some methodological and others more broad ranging (e.g., Ackerman et al. 2009; 
Pindyck 2013, 2017; Stern 2013). Again, my objective is not to defend IAMs as an 
epistemology. It is to demonstrate that IAMs like DICE with suitable modification can result 
in a big bang reduction in GHG emissions. 
11 The only GHG that is controlled in DICE is emissions of CO2 from industries. CO2 
from land-use change (e.g., deforestation) and other GHGs are treated as exogenous trends. 
12 Captured through equilibrium climate sensitivity (ECS) parameter. Also note ATT  actually 

refers to a change in temperature from pre-industrial baseline. 
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Figure 1: Schematic illustration of the DICE model 

 
Note: . The dark blue arrows represent the economic component of the model. 
Red arrows show how the economy impacts climate and vice versa. Green 
arrows illustrate the effect of climate policy. 
Source: Adapted from Wieners (2018) 

lost in each time period is captured through a Hicks-neutral damage 
function (  ). By devoting some portion of economic output to GHG 
abatement ( )(investment in natural capital), future temperature increases 
and associated climate damages ( ) can be avoided. The net output in each 
period ( Q ) then is divided between consumption and investment in 

physical capital (figure 1). 

Following Nordhaus (2008), net output at time t, )t(Q is gross output )t(Y  

scaled by climate damages )t(  and minus abatement expenditures )t(  

(percentage of output spent on reducing GHG emissions). )t(Q  is further 

allocated between consumption )t(C  (broadly defined) and investment 

)t(I .13 

 

                                                        
13 It should be emphasized that consumption is broadly defined to include marketed goods 
and services and also non-market goods and services especially environmental amenities. 
Similarly, damages reflect ―damages in various economic sectors, notably agriculture, 
farming, forestry, tourism, water, energy and real estate (human settlements), as well as 
impacts on human health and ecosystems. These are due to a number of mechanisms 
involving an increase in average temperature, sea level rise, and (extreme) weather patterns 
and events like rainfall, storms, heat waves and hurricanes‖ (Botzen and van den Bergh 2012, 
373). 
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Here, the damage function )t(  represents one minus the fraction of 

aggregate output lost due to climate change, i.e., net output. For T = 0, 
)t(  = 1 (no climate damage) whereas for large temperature changes )t(  

approaches zero (maximum damage). 14  It is evident then the damage 
function plays a central role in the DICE model and in BCA more 
generally. It maps the impact of increase in temperature due to an increase 
in GHG concentration into lost output. As I show below, alternative 
functional forms of the damage function can lead to very different results. 

The climate module in DICE tracks stocks and flows of carbon in 3 
reservoirs: lower atmosphere, shallow ocean, and deep ocean. ―The climate 
equations are a simplified representation that includes an equation for 
radiative forcing and two equations for the climate system. The radiative 
forcing equation calculates the impact of the accumulation of GHGs on the 
radiation balance of the globe. The climate equations calculate global mean 
surface temperature ( ATT ) and the average temperature of the deep oceans 

for each time-step. These equations draw upon and are calibrated to large-
scale general circulation models of the atmosphere and ocean systems‖ 
(Nordhaus 2008, 36). 

DICE generates an optimised path of savings and reduction in GHGs over 
a planning horizon of several centuries. The objective function that is 
maximized is the discounted sum of future utility from consumption.15 The 
utility function is of the constant relative risk aversion (CRRA) form where 

                                                        
14The DICE damage function is calibrated to damages in the range of 2 to 4°C which as we 
shall see later is problematic. 

15 More formally, the objective function is 




maxT

t

)t(R)].t(L),t(c[UW

1

 where U is utility, c(t) is 

consumption in period t and L(t) is the population in period t. 
t)(

)t(R



1

1  is the discount 

factor determined by the pure rate of time preference   (also known as the utility discount 

rate). Optimal policy is the path of emissions reductions that maximizes the objective 
function and the carbon tax that achieves those reductions. 
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future utility is discounted at a constant pure rate of time preference  .16 

DICE can also be thought of as an optimal control model where GHG 
emissions are control variables,17 whereas change in global mean surface 
temperature (T) is a state variable. T is a key variable that describes the 
climate system and a change in T depicts (one dimension) climate change. 
Through policy instruments, such as carbon taxes, policymakers can 
influence GHG emissions. 

Three key features of the DICE model drive the ‗policy ramp‘ 
recommendation that was mentioned earlier: (i) the discount rate (not to be 
confused with the pure rate of time preference or the utility discount rate),18 
(ii) ECS and (iii) damage function )t( . While the choice of discount has 

profound implications for ‗urgent action‘ (or the lack of it), the latter two 
are the ones most relevant for this essay. We focus on them in the next 
section. 

 

3. WHAT DOES CLIMATE SCIENCE TELL US? 

Recall five key links that map anthropogenic climate change in an IAM: 

a) from ‗people‘ (producers/consumers) to emissions of GHGs 
b) from emissions to stocks of GHGs 
c) from GHG stocks to changes in temperature 
d) from rising temperature to climate change more broadly 
e) from climate change to human (economic) impact 

Climate science is deeply embedded in links (b), (c) and (d). While there is 
not much debate about quantification of (b), considerable uncertainty 
surrounds (c) or ECS. I discuss this in detail below and the interlinked issue 
of ―fat tails‖. The DICE model suffers from two major problems vis-à-vis 
climate science. First, it does not handle well the uncertainty vis-à-vis ECS 
and its implications for catastrophic outcomes. Second, DICE skips link (d) 
and goes directly from (c) to (e) via the damage function )t( described 

                                                        
16 Also known as the constant intertemporal elasticity of substitution (CIES) utility function 






1

1c
)c(U which can be represented by logarithmic utility clog)c(U  when  = 1. 

17 In DICE this is the emissions control rate, i.e., the fraction of emissions reduced by a climate 
policy, for example, carbon taxes. Under business as usual scenario emissions control rate is 
set to zero. 
18 The discount rate gr  (Ramsey Rule) where  is the pure rate of time preference 

(utility discount rate),  is the parameter of the CRRA/CIES utility function and g  is the 

growth rate of consumption. 
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earlier in equation (4). This is a potential problem since it is (d) that links 
rising temperatures to climate impacts such as sea level rise and a greater 
frequency of extreme weather events. It is also here that tipping points and 
nonlinearities can be captured.19 In the absence of this link, increases in 
temperature directly enter (e) and the climate damage function in the DICE 
model gets seriously flawed. But all is not lost. In the next section I show 
how DICE can be modified to address these shortcomings. Before doing 
that, it is important to discuss the key uncertainty in climate science, 
namely, climate sensitivity and its corollary, ―fat tails‖. 

3.1. Equilibrium climate sensitivity (ECS) and the problem of “fat 
tails” 

ECS and TCR (see, footnote 5) are useful metrics summarising the 
temperature response of the climate system to an externally imposed 
radiative forcing (RF).20  While TCR is a short-run concept, ECS is the 
eventual temperature response to increases in GHG concentrations. More 
precisely, ECS is the equilibrium change in GMST following a doubling of 
the atmospheric carbon dioxide concentration (for details see Stocker et al. 
2013, TFE.6). It measures how sensitive global average temperature is to 
changes in CO2 concentration in the long run. ―It is perhaps the most 
studied and most frequently quoted summary statistic in all of climate 
science‖ (Heal and Millner 2014, 121). The problem, however, as 
mentioned at the beginning of this essay, is that despite decades of research, 
science has not been able to pin down this key parameter and there is a 
significant downside risk of it being very high. Figure 2 depicts various 
estimates of the probability distribution for climate sensitivity (Millner, 
Dietz and Heal, 2013). Rather than going into technical detail on why they 
differ, note instead that all of them indicate ―it is very unlikely that climate 
sensitivity is less than 1°C. In addition, a lot of the  weight  in  most  of  the  

                                                        
19 A tipping point is an irreversible change such as the collapse of the Western Antartic or 
Greenland ice sheets or the melting of the permafrost. See, Lemoine and Traeger (2016) for 
a discussion especially in the context of DICE. Nonlinearities imply climate damage 
functions do not follow neat quadratic, exponential, or other smooth functional forms. A 
very recent paper in Nature shows tipping points are much more imminent than previously 
believed (Lenton et al. 2019). 
20  Radiative forcing or climate forcing is the difference between insolation (sunlight) absorbed by the 

Earth and energy radiated back to space. Changes to Earth's radiative equilibrium, that cause 
temperatures to rise or fall over decadal periods, are called climate forcings. Positive radiative 
forcing means Earth receives more incoming energy from sunlight than it radiates to space. This 
net gain of energy will cause warming. Conversely, negative radiative forcing means that Earth loses 
more energy to space than it receives from the sun, which produces cooling. A system in thermal 
equilibrium has zero radiative forcing. (Wikipedia contributors 2020) 
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Figure 2: Estimated probability density functions for climate sensitivity from a 
variety of published studies collated by Meinshausen et al. (2009) 

 
Source: Millner, Dietz and Heal (2013). 

distributions is in the 2 to 4.5°C range, which is the IPCC‘s official ―likely‖ 
range for climate sensitivity. The disagreement between the estimates 
occurs in the upper tails of the distributions, that is, the data do not limit 
the estimates of the high end of climate change well at all (Allen et al. 2006; 
Roe and Baker 2007) which means that we understand little about the 
likelihood of worst case outcomes‖ (Heal and Millner 2014, 123). In 
graphical terms, most of the climate sensitivity distributions are right 
skewed – implying realisations of higher temperatures are more likely than 
low ones. In other words, the long right tails of these distributions have 
non-negligible probability. Weitzman picturesquely phrases this as ―extreme 
disaster lurking in the distant tails of distributions‖ (Weitzman 2007, 17). 

A revised estimate of ECS, based on different and newer datasets and 
expert judgement, is found in the IPCC Fifth Assessment Report (FAR) of 
2013. Using IPCC terminology for uncertainty, it is likely (66% or greater 
probability) that ECS will be in the 1.5°C to 4.5°C range. It is extremely 
unlikely (up to 5% probability) to be less than 1°C and very unlikely (up to 
10% probability) that it will be greater than 6°C. This is shown in figure 3 
where a log-normal distribution is fitted around the ―likely‖ range for 
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Figure 3. Eventual global average warming due to a doubling of carbon dioxide 

 
Source: Adapted from Wagner and Weitzman (2015) 

climate sensitivity in IPCC FAR. To show why these probabilities are 
disconcerting we must turn our attention to so-called ―fat tails‖. 

3.2. “Fat tails” and their consequences for climate policy 

As mentioned earlier, climate sensitivity is a key indicator of the eventual 
temperature response to greenhouse gas (GHG) changes. It is likely to be in 
the range 1.5°C to 4.5°C with a best estimate of 3°C but values substantially 
higher than 4.5°C cannot be excluded. This leads us to the issue of fat tailed 
probability distributions. Whereas in a thin tailed distribution, such as the 
normal distribution, the probability of reaching the extremes of the tails 
converges to zero relatively quickly, for a fat tailed distribution the 
probability in the extreme ends converges to zero very slowly. As stated 
earlier, Weitzman was the most vocal proponent of ―fat tails‖ as applied to 
climate policy. Figure 4 shows the difference in probability for each 
standard deviation (―sigma‖) from the mean between a thin tailed normal 
and a fat tailed Pareto distribution (Nordhaus 2011). It is evident that 
assuming a thin tail distribution when it is fat tailed can lead to a serious 
underestimate of probabilities in the tails. 

As an illustration of fat tails in the context of climate change, consider the 
following point from Wagner and Weitzman (2015). Though global average 
warming of 5 or even 6°C is horrifying and unimaginable, when we 
combine ECS from IPCC with a likely 700 ppm scenario (IEA 2013) this 
doomsday scenario has a greater than 10 percent of occurring (figure 5).21 
The show the consequences of this scenario  with  just  one  fact — the last 
time   global   average   temperatures  were  about  2  to  3.5°C   above   the  

                                                        
21Like figure 3, this one fits a log normal distribution around the IPCC‘s (2013) ―likely‖ 
range for climate sensitivity. But in the specific context of GHG concentrations of 700 ppm 
CO2e. 
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Figure 4: Illustration of tails for a normal distribution and a Pareto distribution 
with scale parameter a = 1.5. 

 
Note 1: Sigma = standard deviation from mean 

Note 2: Each curve shows the probability that the variable will be greater than 
the sigma shown on the horizontal axis 

Source: Adapted from Nordhaus (2011) 

pre-industrial level (3 million years ago) sea levels were up to 20 meters 
higher than today (IPCC 2013)!22 

The implications of fat tails are extremely serious. Proponents of this view 
argue against framing climate policy in terms of BCA. Instead, they view 
climate change as a risk management problem (Risky Business Project 2014; 
Wagner and Weitzman 2015). According to them ―average projections are 
bad enough, but it‘s the small-probability, high impact events that ought to 
command particular attention. That possibility all but calls for a 
precautionary approach to climate policy‖ (Convery and Wagner 2015, 308). 
As mentioned earlier, Weitzman through his numerous papers and a book 
made the most persuasive case for going beyond BCA. He argued climate 
change is among a small list of potentially catastrophic low-probability, high 
impact events. Thus, it merits special attention that standard BCA (namely, 

                                                        
22 A 2 to 3.5°C warming above pre-industrial levels must be juxtaposed against the fact 1°C 
warming has already occurred. So another 1 to 1.5°C above current levels could potentially 
tip us over the precipice. 
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IAMs such as Nordhaus‘ DICE model) cannot offer. In his view aggressive 
action on GHG mitigation is like buying insurance against climate 
catastrophe (which has a non-negligible probability of occurring). 

 

4. CAN ECONOMIC MODELING OF CLIMATE CHANGE 
CATCH UP WITH CLIMATE SCIENCE? 

How damaging are non-linearities and tipping points in climate change (as 
captured in fat tails) for BCA? Like most IAMs, DICE is a deterministic 
model. In order to address uncertainties (or surprises) about future costs 
and benefits, it uses ―best guesses‖ (expected values) over a hypothesized 
probability distribution.23 In other words, DICE attempts to incorporate 
abrupt climate change by calculating the expected value of low-probability, 
high-cost catastrophic damages. This is done by running Monte Carlo 
simulations after probability distributions have been assigned to various 
parameters. As Ackerman et al. (2010) put it, ―DICE addresses catastrophic 
risk in theory, only to turn it into a deterministic guess in practice‖ 
(Ackerman et al. 2010, 1658).24 Focusing attention on the damage function 

                                                        
23 In particular, it makes the standard assumption that the climate sensitivity parameter is 3 
(midpoint of the IPCC range). 
24 Cai and Lontzek (2019) develop a stochastic dynamic programming version of the DICE 
model, namely, DSICE which can, inter alia, model the impact of uncertainty about climate 
tipping points on economic policy of climate change. In an earlier paper using DSICE they 
show the uncertainty associated with the timing of stochastic tipping points indicates carbon 
taxes have to increase by at least 50% compared to the deterministic DICE 
model (Lontzek, Cai, Judd and Lenton 2015). For a rapid, high-impact tipping event, these 

Figure 5: Eventual global average warming based on passing 700 ppm CO2e 

 

Source: Adapted from Wagner and Weitzman (2015) 



Ecology, Economy and Society–the INSEE Journal [24] 

and following Ackerman et al. (2010) the DICE damage function (equation 
3) can be rewritten as 

N

N

aT

aT
d




1
 

(5) 

where d is climate damages as a fraction of world output and T  is the 
increase in temperature from the base year. The use of equation (5) 
prevents climate damages from exceeding the value of world output.25 This 
would be logical if damages only reduced current income as DICE assumes. 
However, more realistically if we assume climate damages also include loss 
of capital assets, damages can exceed 100% of annual output. The exponent 
N measures the speed with which damages increase as temperatures rise. 

As can be seen from figure 6 for the quadratic formulation used by 
Nordhaus (N = 2), damages rise gradually and less than half of global 
output is lost till T = 19°C — ―far beyond the temperature range that has 
been considered in even the most catastrophic climate scenarios‖ 
(Ackerman et al. 2010, 1660). In contrast, as N increases, half of world 
output is lost at temperatures of about 7°C for N= 3; 4.5°C for N= 4; or 
3.5°C for N= 5, implying a sense of urgency. As N tends to infinity, Eq. (5) 
approaches a vertical line. ―This would be the appropriate shape for the 
damage function under the hypothesis that there is a threshold for an 
abrupt world-ending (or at least economy-ending) discontinuity…Thus 
choosing a larger N (―closer to infinity‖) means moving closer to the view 
that complete catastrophe sets in at some finite temperature threshold. 
Choosing a smaller N means emphasizing a gradual rise of damages rather 
than the risk of discontinuous, catastrophic change‖ (Ackerman et al. 2010, 
1660). Below I discuss the implications of a highly convex damage function 
(footnote 27). 

It is evident from this illustration that IAMs such as DICE are a tool and 
do not provide answers independent of the assumptions built into them. 
DICE can essentially yield results in line with Weitzman by manipulating 
the parameter space, modifying the damage function or introducing 
endogeneity in the model. For example, Ackerman et al. (2010) examine the 
implications of incorporating a fat-tailed probability distribution for ECS 
and modifying the damage function in the DICE model (see above). They 
conclude,  

                                                                                                                            
taxes should increase by more than 200%. They conclude the discount rate to delay 
stochastic tipping points is much lower than that for deterministic climate damages. In a 
different line of research, Kelly and Kolstad (1999) show how Bayesian learning can 
influence policy in a model with uncertainty. 
25 Unlike the case where d = aTN. 
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Figure 6: Damage function exponents: DICE and variants  

 
Source: Ackerman et al. (2010) 

[I]f either the damage function exponent remains at or near the default value of 
2, or climate sensitivity remains at or near the default value of 3, then DICE 
projects relatively little economic harm. With plausible changes in both 
parameters, however, DICE forecasts disastrous economic decline and calls for 
rapid mitigation. The bad news is that the optimal policy recommended by a standard 
IAM such as DICE is completely dependent on the choice of key, uncertain parameters. The 
good news is that there is no reason to believe that sound economics, or even the choice of 
established, orthodox models, creates any grounds for belittling the urgency of the climate crisis. 
(Ackerman et al. 2010, 1664; emphasis added) 

I conclude this section by citing a recent significant paper by Dietz and 
Stern (2015), whose title says it all.26 They show if DICE takes into account 
three essential features of the climate problem, namely, endogeneity of 
economic growth, highly convex damage function and climate risk (i.e., 
high values of ECS), ―optimal policy‖ of DICE calls for strong controls. 
Dietz and Stern (2015) extend earlier work such as Ackerman et al. (2010) to 
incorporate endogenous drivers of growth and allow climate change to 
adversely affect these drivers. This is in sharp contrast to existing IAMs that 
are based on the RCK optimal growth model, where the major driver of 
growth is exogenous improvements in productivity and where climate 
change only impacts current output. Next, they assume the damage 
function is highly convex for a large increase in temperature like 6°C, but 

                                                        
26  ―Endogenous Growth, Convexity of Damage and Climate Risk: How Nordhaus‘ 
Framework Supports Deep Cuts in Carbon Emissions‖  
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not for smaller increases. 27  Consideration of some of the science, for 
example, on tipping points, leads them in this direction. Finally, they allow 
for explicit and large climate risks by allowing the possibility of high values 
of climate-sensitivity. 

 

5. CONCLUDING THOUGHTS 

Without exaggeration climate change poses an existential threat to human 
civilization. What is worse, this threat is more imminent than previously 
believed—the phrase ―climate emergency‖ is now part of the discourse. 
Climate science almost on a daily basis provides new evidence of this. 
Global mean temperatures are already 1.1°C more than pre-industrial levels 
and business as usual climate scenarios are truly horrifying. The period 
2015–2019 is on track the warmest five-year period ever recorded. 
Undoubtedly, deep and immediate cuts in GHG emissions are required. 
The question then is whether standard economic analysis that weighs 
benefits and costs up to the task? The answer is it is possible. Economic 
models are useful analytical tools but what they produce depends on what 
goes into them. By incorporating more realistic assumptions and giving up 
some very limiting ones, and by incorporating science more carefully as they 
build their models, economists have the potential to be in sync with calls 
for action. Economics ‗done right‘ has the potential to catch up with 
climate science. 
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27  The damage function taken from Weitzman (2012) captures tipping points better. 

Weitzman introduced convexity in the DICE damage function by adding a third term to the 

quadratic specification by Nordhaus: ])t(T)t(T)t(T/[)t( .
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exponent of the third term is chosen such that at T = 6, 50 percent of output is lost. 
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